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H-1521 Budapest, Hungary

Received 1 October 1996, in final form 1 April 1997

Abstract. The group theoretical analysis of Coulomb scattering based on theSO(3, 1) group
is revisited. Using matrix-valued differential operators, modifying the angular momentum and
the Runge–Lenz vector used hitherto for the realization of theso(3, 1) (Lorentz) algebra,
we obtain a three-dimensional solvable two-channel scattering problem. The interaction
term besides the Coulomb potential contains a non-local potential ofLS-type. Using the
momentum representation theS-matrix can be calculated analytically. By employing a canonical
transformation, another solvable three-dimensional scattering problem is found, in agreement
with the expectations of algebraic scattering theory. The potential in this case is of Pöschl–
Teller type with anLS term. It is also pointed out that our matrix-valued realization of the
so(3, 1) algebra can be cast to an instructive form with the help ofsu(2) gauge fields. An
interesting connection between gauge transformations and supersymmetry transformations of
supersymmetric quantum mechanics is also observed. These results enable us to construct other
solvable scattering problems by usingsu(2) gauge transformations.

1. Introduction

Since the seminal work of Pauli [1], Fock [2] and Bargmann [3] providing a group theoretical
description of the Coulomb problem based on the dynamical symmetry groupSO(4), group
theoretical methods has widely been applied to bound-state problems. However, until the
advent of algebraic scattering theory (AST) [4], systematic group theoretical investigations
of scattering problems had still been missing. It was only after AST has made its debut
in physics that many interesting applications of group theory to the solution of scattering
problems appeared.

In AST the quadratic Casimir of anon-compactgroupG is related to the Hamiltonian
H of some scattering problem. Since, unlike in thecompactcase,G has unitary irreducible
representations characterized by a continuous set of values, it is possible to relate the
continuous set of eigenvalues ofH (the scattering energy) to such values. By identifying
the symmetry group of the interaction free (asymptotic) region, and using the theory of
group contractions and expansions AST was capable of determining the most general form
of the S-matrix for the fixed dynamicalnon-compactsymmetry groupG.

In AST the calculation of theS-matrix is performed with no recourse to any special
coordinate realization of the generators of the Lie algebrag of G. Hence, no explicit
form of the scattering Hamiltonian is usually written down. However, some authors [5–7]
stressed the physical relevance of finding interesting coordinate realizations ofg, in order to
extract the interaction terms (potentials) governing the scattering process. In this approach
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the general form of the algebraicS-matrix for the dynamical symmetry groupG can further
be specialized by an explicit calculation of the unknown functions not fixed by AST.

For the Coulomb problem—our main concern here—the non-compact group in question
is SO(3, 1) (the proper orthochronous Lorentz group) [8]. The groupSO(3, 1) (SO(4))
describes the continuous (discrete)E > 0 (E < 0) part of the spectrum. The continuously
changing valuef of direct group theoretical meaning turns out to bef = η = Z1Z2e

2/k,
where 2E = k2 (h̄ = m = 1) and η is the Sommerfeld parameter. The scattering
HamiltonianH is some appropriately chosen function of the quadratic Casimir ofSO(3, 1).
Choosing the six generators ofso(3, 1) (the Lie algebra ofSO(3, 1)) to be the three
components of the angular momentumL and the three components of a vector operatorK
related to the components of the Runge–Lenz vector, the quadratic Casimir isC = L2−K2.
Then its relation to the Coulomb Hamiltonian is [9]

H = − η2

C + 1
E. (1.1)

Identifying the asymptotic algebra as the Lie algebra of the Euclidean groupE(3), the
purely algebraic method yields theS-matrix [8, 9]

Sl = 0(l + 1+ iη)

0(l + 1− iη)
(1.2)

wherel is the value of the angular momentum.
In this paper by employing a new coordinate realization we will modify the generators

L andK commuting with the Hamiltonian of the Coulomb problem. The idea is to add
matrix-valued terms to them. We demand that the resulting new generatorsJ andM
should satisfy the commutation relations of theso(3, 1) algebra. In order to achieve this
we employ a canonical transformation yieldingfirst-order differential operators for bothL
andK. (Notice thatK is originally asecond-orderdifferential operator since it is related
to the Runge–Lenz vector.) In this canonically transformed realization we can quickly find
the appropriate modifications. After the inverse canonical transformation we obtain anon-
local realization for theso(3, 1) algebra. Of course, these new generatorsJ andM are
commuting with a Hamiltonian with amodified Coulombpotential. This realization will
be introduced in section 2. With this new realization at hand we calculate the Casimir
operatorC in section 3. First, we choose the representation content of the matrix-valued
modification to be that of a particle with spin-1

2. The trick is again to use the canonically
transformed realization which is much easier to handle. We also emphasize here the role
played by the other Casimir operatorC ′ = JM which is non-zero. (The role of Casimir
operators in AST other than the quadratic Casimir has been clarified in [10] and [11].) In
the canonically transformed realization the interaction term can easily be identified and the
resultingS-matrix can be calculated. The potential in this case is of Pöschl–Teller type with
anLS term.

In section 4 we transform back the Casimir operators to thenon-local realization.
Using the Casimir operatorC ′ = JM we can extract a non-local interaction term ofLS-
type. Since the interaction term also commutes with the operator of parity, theS-matrix of
the resulting two-channel scattering problem is diagonal in the basis diagonalizing theLS

term. In section 5, by using the momentum representation, we calculate theS-matrix for the
resulting scattering problem. The geometric meaning of our matrix-valued realization will
be clarified in section 6. Here we point out that this realization for theso(3, 1) algebra can be
cast in an instructive form with the help ofsu(2) gauge fields. Armed with this observation,
we can derive other solvable three-dimensional scattering problems by gauge transforming
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the original scattering problems with conveniently chosensu(2) gauge transformations. The
conclusions and some comments are left for section 7.

2. A matrix-valued realization for so(3,1)

Let us start with the usual realization of theso(3, 1) (Lorentz) algebra in terms of the
angular momentumL and the Runge–Lenz vectorK ′,

L = R× P K ′ = 1

2
(P ×L−L× P )+ Z1Z2e

2

R
R. (2.1)

These vector operators commute with the Coulomb Hamiltonian

H = 1

2
P 2+ Z1Z2e

2

R
(2.2)

(in the following we set ¯h = m = 1). For scattering states the total energyE is positive.
SinceH commutes with our generators we can assume that they act merely on energy
eigensubspaces. In this case we can renormalize our operatorsK ′ by setting

K =
√

1

2H
K ′. (2.3)

The commutation relations ofL andK are now in the form of anso(3, 1) algebra:

[Li, Lj ] = iεijkLk [Li,Kj ] = iεijkKk [Ki,Kj ] = −iεijkLk (2.4)

wherei, j, k = 1, 2, 3.
Note that by virtue of the relation12(P × L − L × P ) = RP 2 − P (RP ) on an

eigensubspace of energyE the operatorK takes the following form [6]:

K = 1√
2E

(
1

2
RP 2− P (RP )

)
+
√

2E

2
R. (2.5)

We see from (2.5) thatK (unlikeL) is a second-order differential operator. Moreover, the
presence of the factors

√
2E is also disturbing. Hence, in order to easily find some matrix-

valued modification ofL andK we employ a canonical transformation of the following
form [6]:

R 7→ 1√
2E
P P 7→ −

√
2ER. (2.6)

Hence the canonically transformed realization forso(3, 1) is spanned by the operators

L = R× P K = 1
2P (1+ R2)−R(PR). (2.7)

This is a realization in terms offirst-order differential operators.
Now we try to find matrix-valued first-order differential operatorsJ andM by adding

matrix-valued terms, not containing the differential operatorP , to L andK. Among the
many possible realizations we restrict our attention to those for whichJ = L+S, whereS
are(2s+1)×(2s+1) spin matrices in the representation of the Lie-algebraso(3) labelled by
s. This choice is also dictated by simplicity, and our desire to arrive at a group theoretical
description of potentials withLS terms. We would like to satisfy the commutation relations

[Ji, Jj ] = iεijkJk [Ji,Mj ] = iεijkMk [Mi,Mj ] = −iεijkJk. (2.8)

The first relation of (2.8) is trivially satisfied. Moreover, one can easily convince oneself
that the combinationM = K + F(R)S ×R satisfies the second. Hence we are left with
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the determination of the functionF(R). This function can be determined from the third set
of commutation relations. A straightforward calculation shows that

[Mi,Mj ] = iεijk

((
1

2
R(R2− 1)F ′ − F

)
Sk − Lk

)
+
(
F 2− F − F ′

2R
(R2− 1)

)
(SR)Rk. (2.9)

We can see from this equation that the third relation of (2.8) is satisfied providedF satisfies
the differential equations

F − 1

2
R(R2− 1)F ′ = 1 and F 2− F − F ′

2R
(R2− 1) = 0. (2.10)

It is easy to show that the solutions to these equations areF(R) = 1 andF(R) = 1/R2;
hence our matrix-valued realization is

J = L+ S M =K + F(R)S ×R F(R) =
{

1

1/R2.
(2.11)

After transforming back with the help of the inverse of the canonical transformation (2.6)
we obtain

J = L+ S M =K + FE(P )P × S FE(P ) =
{

1/
√

2E√
2E/P 2.

(2.12)

It is important to stress that in this case the eigenvalueE corresponds to a (yet unknown)
Hamiltonian commuting withJ and M . Moreover, realization (2.12) forFE(P ) =√

2E/P 2 is non-local due to the presence of the operatorP−2. SinceP−2 = −M, with the
help of the Green function of the Laplace operator its action on a function can be written
as

(P−2ψ)(R) = 1

4π

∫
d3R′

ψ(R′)
|R−R′| . (2.13)

Since we are primarily interested in the possibility of obtaining non-local potentials, the
discussion of the other solutionFE(P ) = 1/

√
2E will be deferred to section 6.

In closing this section we remark that constructing such matrix-valued realizations is
motivated by the theory of induced representations. This theory tells us how to construct
unitary (but generally reducible) representations ofG starting from an unitary irreducible
representation of some subgroupH. In our case this subgroup ofSO(3, 1) is the maximally
compact subgroupSO(3) corresponding to our spin degrees of freedom. In this context the
interested reader is asked to consult [12] where the theory of induced representations has
been used to construct the explicit form of modified symmetry generators for both compact
and non-compact symmetry groups.

3. The scattering problem in the canonically transformed realization

In this section by calculating the Casimir operatorsC = J2 −M2 andC ′ = JM =MJ
using the canonically transformed realization (2.7) and (2.11) we derive the scattering
potential compatible with theSO(3, 1) symmetry. Note in this respect that we havetwo
Casimir operators corresponding to the fact thatSO(3, 1) is a group ofrank two. Had we
used the usual realization in terms ofL andK of (2.7) we would have obtained zero for
the CasimirC ′. However, in this new realizationC ′ 6= 0; hence we have no reason for
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neglecting the possible relevance of this operator. Indeed, for the complete characterization
of the scattering states, the eigenvalues ofboth Casimirs are needed [10].

Using the realization (2.7) and (2.11) straightforward calculation shows that

C = J −M = −1

4
[P (1− R2)]2+ (M+ R2)

R2− 1

2R2
− 3

4
(3.1a)

C ′ = JM =
(

2i

R2
MSR+ SP

)
1

2
(1− R2) (3.1b)

where

M ≡ 2LS + 1. (3.2)

In this paper we only consider the simplest non-trivial case when the spin is1
2, i.e.

S ≡ 1
2σ. (3.3)

In this caseM = σL+ 1, and it satisfies

{M,σR} = 0 {M,σP } = 0. (3.4)

With the choice (3.3) using the identity(σa)(σb) = ab+ i(a× b)σ one can prove that

C′ = i

4
(σn)

[
∂

∂R
+M+ 1

R

]
(R2− 1) (3.5)

wheren ≡ R/R. After calculatingC and the square ofC ′ we find

C + (2C ′)2+ 3
4 = 0. (3.6)

Hence,−C − 3
4 is the square of 2C ′. Now, following [10] we show that (3.6) fixes

the representation content of the scattering states. The irreducible representations of
SO(3, 1) capable of characterizing scattering states are classified by the pair(j0, j1), where
j0 = 0, 1

2, 1, 3
2, . . ., and j1 = ik, k ∈ R+0 [13]. According to AST, scattering states are

labelled as|j0, j1〉. The action of the Casimir operators on this base is [13]

C|j0, j1〉 = (j2
0 + j2

1 − 1)|j0, j1〉 (3.7a)

C ′|j0, j1〉 = −ij0j1|j0, j1〉. (3.7b)

Using equations (3.7) together with the identity (3.6) we find the relation

(j2
0 − 1

4)(j
2
1 − 1

4) = 0 (3.8)

so we can single out the states (± 1
2, ik) transforming according to the (inequivalent)

representations mirror-conjugated to each other. The next step is to extract the interaction
term (potential) from the eigenvalue problem of the Casimir operators, i.e. to use
equations (3.7a, b). Due to the relation (3.6) we can choose merelyone of such operators.
Let us choose the CasimirC ′ which is a first-order differential operator. Its square will result
in a Schr̈odinger equation with some scattering potential. The form ofC ′ after a coordinate
transformation [6]

R(r) = coth(r/2) (3.9)

is
i

4
(σn)

[
−2 sinh2(r/2)

∂

∂r
+ M+ 1

coth(r/2)

]
1

sinh2(r/2)
. (3.10)

Then we apply a similarity transformation

C ′ 7→ T −1(r)C ′T (r) T (r) = r sinh2(r/2) tanh(r/2) (3.11)
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to obtain

i

4
(σn)

[
− ∂

∂r
− 1

r
+ M

sinhr

]
. (3.12)

According to (3.6) four times the square of this operator gives (up to a constant) the quadratic
Casimir related to the scattering Hamiltonian:

(2C ′)2 = − ∂
2

∂r2
− 2

r

∂

∂r
− M

sinh2 r
(coshr −M). (3.13)

Knowing that the scattering states labelled as (± 1
2, ik) are not discriminated by the operator

C and using (3.7b) we can see that the Schrödinger equation is(
− d2

dr2
− 2

r

d

dr
+ L2

sinh2 r
− M

2 cosh2(r/2)

)
9 1

2 ,ik,λ
= k29 1

2 ,ik,λ
(3.14)

where, in order to specify this equation further, we have to solve the eigenvalue problem
of the operatorM acting merely on the angular part of the function9 1

2 ,ik,l,λ
(r, θ, ϕ) ≡

R 1
2 ,ik,l,λ

(r)8l,λ,m(θ, ϕ). SinceH = −C− 3
4 commutes withJ = L+S, this suggests using

the states (spinor harmonics)

Yj− 1
2 ,j,m
= 1√

2j

(√
j +mYm−

1
2

j− 1
2
χ+ +

√
j −mYm+

1
2

j− 1
2
χ−
)

(3.15a)

Yj+ 1
2 ,j,m
= 1√

2j + 2

(
−
√
j −m+ 1Y

m− 1
2

j+ 1
2
χ+ +

√
j +m+ 1Y

m+ 1
2

j+ 1
2
χ−
)

(3.15b)

which are eigenstates ofL2, J2 and J3 expressed in terms of eigenstates ofL2, L3, and
S3. The action ofM on the spinor harmonics is

MYl,j,m(θ, ϕ) = λYl,j,m(θ, ϕ) (3.16)

with

λ = ±(j + 1
2) =

{
l + 1 for j = l + 1

2

−l for j = l − 1
2

(3.17)

and for l = 0 the only possible value isλ = 1. Hence, with the definition

8l,λ,m(θ, ϕ) = Yl,j,m(θ, ϕ) (3.18)

we obtain the radial Schrödinger equation(
− d2

dr2
− 2

r

d

dr
+ l(l + 1)

sinh2 r
− λ

2 cosh2(r/2)

)
R 1

2 ,ik,λ
= k2R 1

2 ,ik,λ
. (3.19)

Hence the potential is

V = − l(l + 1)

2

(
1

r2
− 1

sinh2 r

)
− λ

4 cosh2(r/2)
. (3.20)

Notice that the first term replaces the usual centrifugal term withl(l+ 1)/2 sinh2 r, and the
second term is a spin–orbit term. The radial equation (3.19) can easily be solved by noting
that, by virtue of the relationL2 =M(M− 1), it can be written in the form(

− d2

dr2
+ λ(λ− 1)

4 sinh2(r/2)
− λ(λ+ 1)

4 cosh2(r/2)

)
rR 1

2 ,ik,λ
(r) = k2rR 1

2 ,ik,λ
(r) (3.21)
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which is of the form of a solvable problem known from [7, 10, 11]. The calculation of the
S-matrix elements can be performed by noting that [H,J ] = [H, J3] = 0, and parity is
also conserved. Hence theS-matrix is of the form [14]

S
(j)

ll′ =
(

e2iδ+ 0
0 e2iδ−

)
(3.22)

whereδ± are the eigenphases, describing the scattering of a spin-0 by a spin-1
2 particle when

the process is characterized by the total angular momentumj = l± 1
2. Using the results of

[10], employing the asymptotic properties of the solution of (3.21), the diagonal elements
of the S-matrix turn out to be

S(λ)(k) = e2iδλ(k) = − λ

|λ|e
iπ |λ|0(λ+ 1

2 − ik)0( 1
2 + ik)

0(λ+ 1
2 + ik)0( 1

2 − ik)
(3.23)

where we have reverted to the usual notation usingλ in the S-matrix as defined by (3.17).
Note, thatδ± corresponds to the case withλ = ±(j + 1

2), respectively.
It is important to realize that the eigenphase shifts are not independent. This can be

traced back to the fact that the transformationλ 7→ −λ amounts to calculating the phase
shifts of potentials that are supersymmetry partners of each other [10]. For such partner
potentials the reflection amplitude is the same. Since theS-matrix is related to the reflection
amplitude by a multiplication factor eiπl which equals to−eiπλ if λ > 0 and to eiπλ if λ < 0,
we can see that theS-matrix elements are the same up to a sign. To see this explicitly we
have to use the reflection formula for the gamma function0(z)0(1 − z) = π/ sinπz
with z = λ + 1

2 + ik. Since sinπz = sinπ(λ + 1
2) coshπk + i cosπ(λ + 1

2) sinhπk
and λ + 1

2 is half-integer, the imaginary part is zero. Hence, for this special choice
0(z)0(1− z) = 0(z̄)0(1− z̄) yielding the identity

0(λ+ 1
2 − ik)

0(λ+ 1
2 + ik)

= 0(−λ+ 1
2 − ik)

0(−λ+ 1
2 + ik)

(3.24)

so the reflection amplitudes are the same for both of the casesλ = ±(j + 1
2).

Having shown that in the canonically transformed realization we can obtain solvable
three-dimensional scattering problems withLS terms, in the next section we transform
back to the non-local realization of (2.12) (involving the operatorP−2) in order to obtain
non-local modified Coulomb potentials.

4. Non-local potentials withLS terms

The easiest way to obtain scattering potentials using the non-local realization of (2.12) is
to use the inverse of the canonical transformation (2.6)immediately in the (3.1b) expression
for the Casimir operatorC ′. The inverse canonical transformation in this case yields

C ′ = 1√
2E

(
2i

P 2
MSP − SR

)(
P 2

2
− E

)
. (4.1)

Since the term1
2P

2 − E is just minus the interaction termV , all we have to do is to
evaluate (4.1) on the scattering states| ± 1

2, if 〉 yielding by virtue of (3.7b) the constant
± 1

2f for the left-hand side, and then inverting the operator standing beforeV . Note, that
the states| 12, if 〉 and | − 1

2, if 〉 belong to representations mirror-conjugated to each other.
Such representations are discriminated byC ′ which is a pseudoscalar operator; hence it is
odd with respect to parity [15]. By realizing that

2iM = R[σn, σP ] (4.2)
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which is an identity which can be proved by calculating the commutators [SR,SP ] and
[SP , R] with S = 1

2σ, and using the definition (3.2), one can convince oneself that

C ′ = 1

2
√

2E
R(σP )(σn)(σP )

1

P 2

(
E − P

2

2

)
. (4.3)

Acting with C ′ on the scattering states| ± 1
2, if 〉 one can get the equation

±f | ± 1
2, if 〉 = 1√

2E
R(σP )(σn)(σP )P−2V | ± 1

2, if 〉 (4.4)

where, according to section 1, theso(3, 1) labelsf andk are related in a non-trivial way
through the relationf = η = Z1Z2e

2/k where 2E = k2. The inverse of the operator
standing beforeV can readily be constructed thanks to the relations(σn)2 = I and
(σP )2 = P 2. The result for the interaction termV can be cast into the form

V = Z1Z2e
2(σP )(σn)(σP )P−2R−1(±) (4.5)

where the symbol(±) ≡ 1
2f C

′ with the property(±)2 = I indicates whether we should
evaluateV on a state or on its mirror-conjugated counterpart. Hence we can regard(±)
as a parity odd operator commuting withJ . Having this in mind, we can see from
(4.5) thatV is a parity even operator. In order to further specializeV we write it as
V = (P 2R)−1(σP )(σn)(σP )α, which can be verified by direct calculation. Here (the
operator)α = (±)Z1Z2e

2. Now we express(σn)(σP ) from (4.2) in terms ofM. After
some algebra we obtain

V = R−1(σn)α − 2R−1P−2R−1

(
∂

∂R
+MR

)
M(σn)α. (4.6)

In order to further specializeV , as a next step we derive the radial Schrödinger equation.
First, we define

9 1
2 ,if,j∓ 1

2 ,j,m
(R) ≡ R 1

2 ,if,j∓ 1
2 ,j,
(R)Yj∓ 1

2 ,j,m
(n) (4.7)

whereR ≡ Rn. The mirror-conjugated wavefunction transforming with respect to the
representation(− 1

2, ik) can be obtained from this by changing (j ∓ 1
2) to (j ± 1

2) on the
left-hand side of equation (4.7).

Moreover, we recall that

1

|R−R′| =
∞∑
l=0

4π

2l + 1

l∑
m′=−l

(R<)
l

(R>)l+1
Y ∗lm′(n

′)Ylm′(n). (4.8)

Using (4.8), (2.13) and the orthogonality of the functionsYlm′(n), we obtain

(P−29∓)(R) = 1

(2j + 1)± 1
Yj∓ 1

2 ,j,m
(n)

∫
dR′(R′)2

(R<)
j∓ 1

2

(R>)
(j∓ 1

2 )+1
R∓(R′) (4.9)

where we have supressed the extra labels of9 andR.
Now we would like to calculate the matrix elements of the (4.6) interaction termV in

the basis spanned by the spinor harmonicsYj∓ 1
2 ,j,m

(n). SinceV contains the termσn, we
will need its action on the spinor harmonicsYj∓ 1

2 ,j,m
(n). As a first step we refer to the

result [16]

σnYj∓ 1
2 ,j,m

(n) = −Yj± 1
2 ,j,m

(n). (4.10)

Using the fact that(±) ≡ (2/f )C ′ was introduced as a parity odd operator with exactly
the same properties asσn and repeating the steps in [16] for this operator, we obtain
equation (4.10) for (±) too. (The trick is to calculateMJ in a coordinate system withJ3
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along thez-axis, thenθ = 0 andYj∓ 1
2 ,j,m

does not depend on any of the anglesθ andϕ.

The operatorM3J3 on this acts as the operator(Z1Z2e
2/
√

2E)S3 proving our claim.) By
virtue of these results and (3.16) one can see that in this base only the diagonal elements
are different from zero. This should not come as a surprise becauseV is even with respect
to parity. According to [14] the interaction term and theS-matrix is diagonal in such cases,
implying that under the scattering process a no-flip from the channel withl = j ± 1

2 to
the channel withl = j ∓ 1

2 occurs. These diagonal elements ofV can be calculated from
the integral

∫
dnY∗

j± 1
2 ,j,m

(n)(V9±)(Rn). After straightforward calculation we obtain the

following matrix,(
(α/R)+ (j + 1

2)W
+
1 − (j + 1

2)
2W+2 0

0 (α/R)− (j + 1
2)W

−
1 − (j + 1

2)
2W−2

)
(4.11)

acting on the vector(R+,R−)T. The kernel of the non-local operatorsW1 andW2 is

w
(±)
1 (R,R′) ≡ 2α

2l + 1

(R<)
l

(R>)l+1

R′

R

d

dR′
(4.12a)

w
(±)
2 (R,R′) ≡ 2α

2l + 1

(R<)
l

(R>)l+1

1

R
(4.12b)

where the values ofl arej ± 1
2, for W(±)

1 andW(±)
2 , respectively.

Hence, we have shown that a three-dimensional coupled-channel scattering problem
can indeed be obtained by using a matrix-valued realization for theso(3, 1) algebra.
Moreover, from (4.11) one can see that we have managed to obtain non-local terms
modifying the Coulomb potential. From the matrix form of the interaction term (it has
only diagonal elements) it is clear that it describes a scattering problem where parity is
conserved.

5. Calculation of theS-matrix

Having demonstrated that non-local interaction terms can appear in the Hamiltonian by using
matrix-valued realizations for theso(3, 1) algebra, we now proceed to calculate theS-matrix
of the corresponding scattering problem. Scattering states are characterized as eigenstates
of the operators (3.1a, b) with P andR replaced accordingly by using the inverse of the
canonical transformation (2.6). Since this transformation leaves invariant relation (3.6),
these states are labelled as| ± 1

2, if 〉. Moreover, such irreducible representation spaces,
by assumption, are also eigenspaces of energyE. We have already seen in the previous
section that in order to get modified Coulomb potentials the relation between the labelf

of the irreps andE has to be related asf = η = Z1Z2e
2/k where 2E = k2.

The calculation will be performed in momentum space where

8(P ) = 1

(2π)
3
2

∫
eiPR9(R). (5.1)

The Casimir operatorC, not discriminating between the states(± 1
2, if ), is

C = −
[
R√
2E

(
E − P

2

2

)]2

+
(
M+ P 2

2E

)
P 2− 2E

2P 2
− 3

4
. (5.2)
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After a scale transformation byT = e
1
2 i ln(2E)RP , one can obtain from the eigenvalue problem

of the Casimir operator the equation(
1− P 2

4

∂2

∂P 2
+ 4P 4− 5P 2+ 1

2P

∂

∂P

)
8

+
(
P 2− 1

2P 2

(
1− P 2

2
L2+M+ 6P 2

)
+ 1+ f 2

)
8 = 0. (5.3)

Introducing the new variabley = (1− P 2)−2 equation (5.3) can be written in the form(
y(y − 1)

∂2

∂y2
+
(

5

2
− y

)
∂

∂y
− 3

y
+M(M− 1)

4y
−M(M+ 1)

4(y − 1)
+ 1+ f 2

)
8 = 0.

(5.4)

After separating the angular part ofP in the usual way, we employ another similarity
transformation

W =
(

1− y
y

)− 1
2 l−2

(1− y)j+2 (5.5)

transforming the radial part of (5.4) to the differential equation for the hypergeometric
functions (

y(y − 1)
∂2

∂y2
+ (C −Dy) ∂

∂y
− AB

)
W−1R(P (y)) = 0 (5.6)

whereD = A+ B + 1 and

A = B∗ = j + 1+ i|f | C = l + 3
2. (5.7)

Keeping track of all of our transformations made, we finally obtain the radial part of
the original equation involvingC of (5.2):

R 1
2 ,if,l,j,

(P ) =
(
P

k

)−l−4(
− P 2/k2

P 2/k2− 1

)j+2

2F1

(
A,B,C,− 1

P 2/k2− 1

)
. (5.8)

We have kept from the two linearly independent solutions of (5.7) in the neighbourhood of
the singular point 0 the one for whichR 1

2 ,if,l,j,
(0) = 0 for l 6= 0. Note that the dependence

of R on f manifests itself through the appearance ofA andB of (5.7) in the argument of
the hypergeometric function.

In order to obtain theS-matrix from the momentum space representation of the radial part
of the wavefunction, we have to compare it with the Fourier transform of the wavefunction
with modified Coulomb asymptotic behaviour. The latter is known to be [17]

lim
P→k
RCoulomb
l (P ) 7→

(
1− P

2

k2

)−1−if

+ e2iδl2−4if 0(−if )

0(if )

(
1− P

2

k2

)−1+if

. (5.9)

This has to be compared with the radial part of the (5.8) momentum space solution in
the limit P → k, which for |f | = f is given by (see [17] for the details of this limit)

lim
P→k
Rl,j (P ) 7→ 01

(
1− P

2

k2

)−1+if

+ 02

(
1− P

2

k2

)−1−if

(5.10)

where

01,2 =
0(l + 3

2)0(∓2if )

0(j + 1∓ if )0(l − j + 1
2 ∓ if )

. (5.11)
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Here we have used the following property of hypergeometric functions [18],

F(A,B,C; z) = 0(C)0(B − A)
0(B)0(C − A)(−z)

−AF(A, 1− C + A, 1− B + A; 1/z)

+0(C)0(A− B)
0(A)0(C − B)(−z)

−BF (A, 1− C + B, 1− A+ B; 1/z)
(5.12)

valid for | arg(−z)| < π . Comparing (5.9) and (5.10) gives

S(λ)(k) = e2iδλ(k) = − λ

|λ|e
iπ |λ|0(λ+ 1

2 + if )0( 1
2 − if )

0(λ+ 1
2 − if )0( 1

2 + if )
(5.13)

wheref (k) = Z1Z2e
2/k. The choice|f | = −f gives the same result [17].

6. The geometrical meaning of matrix-valued realizations

Having shown that the non-standard realization (2.11) yields interesting exactly solvable
scattering problems, in this section we will clarify its geometrical meaning. Moreover,
we recall that in section 2 we postponed the discussion of the solution,F(R) ≡ 1, of
equation (2.10). Here we would also like to discuss the connection of this solution to that
with F(R) ≡ 1/R2 yielding the solvable potentials of the previous sections.

As a first step, we notice that by employing a similarity transformationO 7→ T −1OT
to the operatorsL andK of (2.7) with T (R) ≡ (1− R2)−2, we obtain the operators

T −1LT = R× P T −1KT = 1
2(1+ R2)P −R(RP ) (6.1)

i.e. we have moved the differential operatorP to the right. Next we introduce the six
vectorsfj andgj , j = 1, 2, 3, with components

f kj (R) = εjlkRl gkj (R) = 1
2(1+ R2)δjk − RjRk. (6.2)

Hence the transformed operators of (6.1) can be written in the form off kj Pk and gkj Pk,
respectively. Note, that the vectorsfj and gj j = 1, 2, 3, generate the six infinitesimal
transformationsR 7→ R+δRj ≡ R+f(R)j (similarly for gj ), corresponding to the action
of so(3, 1) on our coordinates.

Furthermore, we introduce the quantities

W f (R) ≡ S W g(R) ≡ F(R)R× S (6.3)

where F(R) is chosen as in (2.11) andSj ≡ 1
2σj . These are just the matrix-valued

modifications of (2.11) (not affected by the similarity transformationT (R)). Hence, by
virtue of (6.2) and (6.3), for the two possible sets of modified generators we have

T −1JjT = f kj Pk +Wf

j T −1MjT = gkj Pk +Wg

j . (6.4)

In order to clarify the meaning of the matrix-valued modificationsW f andW g, we
try to find ansu(2)-valued vector fieldAαβ(R) ≡ Ak(R)σkαβ satisfying the equations

f kj ∂kAi + (∂if kj )Ak = ∂iWf

j + i[Ai,W
f

j ] (6.5a)

gkj ∂kAi + (∂igkj )Ak = ∂iWg

j + i[Ai,W
g

j ] (6.5b)

(matrix indices are left implicit). Notice, that the left-hand sides of equations (6.5) are the
infinitesimal change in the vector fieldA under the coordinate transformations generated by
the vectorsfj andgj . These quantities are just the Lie derivativesLfj andLgj of A. The
fact that the right-hand sides of (6.5) arenon-zeromeans that our vector fieldsA are not
invariant under the infinitesimalso(3, 1) transformations. Moreover, we recognize that the
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right-hand sides are just thecovariant derivativesDj ≡ ∂j + i[Aj , ] of W f andW g, with
respect toA. HenceA is ansu(2) gauge potential, andDiW

f

j andDiW
g

j are infinitesimal
gauge transformations. Accordingly, equations (6.5) can be written in the compact form

Lfj Ai = DiW
f

j Lgj Ai = DiW
g

j (6.6)

expressing the fact that theA we are looking for is asymmetric (invariant) gauge field
[12, 18, 19], meaning that it is invariant under the infinitesimalso(3, 1) transformations
only up to an infinitesimalsu(2) gauge transformation.

Now we try to find a solution to equations (6.5a, b). It is easy to see that the ansatz
A ≡ G(R)S ×R solves (6.5a). (Note that, due to the fact that∂kG(R) = G′(R)Rk/R,
no term containingG′(R) occurs owing to the antisymmetry ofεjlk in f kj . The sum of the
remaining three terms proportional toG(R) sums to zero according to the Jacobi identity
for the matricesSj .) This solution of (6.5a) means that we have found a class of rotationally
(SO(3)) invariant su(2)-valued gauge fields parametrized by the arbitrary functionG(R).
However, we are more ambitious in wanting to find a gauge field invariant under the larger
groupSO(3, 1). This can be done by further specifying the functionG(R) with the help of
equation (6.5b). Using the ansatzA ≡ G(R)S×R this equation yields terms proportional
to εij lSl , εij lRl(RS) and Ri(S × R)j . The coefficients of these terms have to vanish
independently, yielding the following set of three equations,

1
2(R

2− 1)G = F + RF ′ (1− F)RG = F ′ 1
2(1− R2)G′ − RG = F ′ (6.7)

where according to (2.11) we have two possibilities forF(R). From these equations we
see that we obtain the solutions

A = 2

R2− 1
S ×R for F(R) = 1 (6.8a)

AU = 2

R2(1− R2)
S ×R for F(R) = 1

R2
(6.8b)

where the notationAU suggests that we might be able to relateAU to A by an SU(2)
gauge transformationof the form

AU = U†AU − iU†∇U . (6.9)

To show that our expectation is really justified, note that

A = i
R2

1− R2
σn∇σn (6.10)

wheren ≡ R/R. Hence, with the choiceU† ≡ ei 1
2πσn = iσn we can satisfy (6.9).

In order to gain further insight into the meaning of the non-Abelian gauge fieldsA and
AU , we also introduce the field strengthFjk

Fjk ≡ ∂jAk − ∂kAj + i[Aj ,Ak] (6.11)

transforming covariantly (i.e.F Ujk = U†FjkU ) under anSU(2) gauge transformation. Note
also thatFjk → 0 for R → ∞, sinceAj → iU†∂jU for R → ∞. One can easily show
[19, 20] that with the help ofFjk equation (6.6) can be written in the form

f kj Fki = Di8
f

j gkj Fki = Di8
g

j (6.12)

where

8
f

j = Wf

j − fj kAk 8
g

j = Wg

j − gkj Ak. (6.13)
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It is important to realize that the quantities8f

j and8g

j transform covariantly under an
SU(2) gauge transformation, as can be seen from equation (6.12) by virtue of the covariant
transformation properties ofFjk andDj . With the help of8f

j and8g

j the modified generators
of (6.4) can be written in the instructive form

T −1JjT = f kj (Pk + Ak)+8f

j T −1MjT = gkj (Pk + Ak)+8g

j . (6.14)

SinceP +A ≡ −iD, we can see that our modified generators transform covariantly too.
Now we are in the position to clarify the relationship between the two solutions in

equation (2.11). For the two possible choicesF(R) = 1 andF(R) = 1/R2 we have two
possible sets of modifiedso(3, 1) generators. According to (6.8a, b) and (6.14) we can see
that

(T −1JjT )
U = U†(T −1JjT )U (T −1MjT )

U = U†(T −1MjT )U (6.15)

i.e. the two possible solutions are related to each other by thesu(2) gauge transformation
U ≡ e−i 1

2πσn = −iσn.
An immediate consequence of this important result is that we can easily derive the

scattering potential corresponding to the solutionF(R) = 1 by simply gauge transforming
the (3.14) Schr̈odinger equation of section 3 obtained for the realization based onF(R) =
1/R2. Indeed, the Casimir operators (3.1a, b) are also gauge covariant; hence the new
scattering Hamiltonian can be obtained by gauge transforming withU . (Note thatU(n),
hence the derivatives with respect tor(R) of (3.10), in the kinetic term of (3.14) are not
transforming.) By virtue of (3.4),σnMσn = −M andσnL2σn = L2+ 2M; hence the
gauge transformed version of the (3.14) Schrödinger equation is(

− d2

dr2
− 2

r

d

dr
+ L2

sinh2 r
+ M

2 sinh2(r/2)

)
9 1

2 ,ik,λ
= k29 1

2 ,ik,λ
(6.16)

yielding the scattering potential

V U = − l(l + 1)

2

(
1

r2
− 1

sinh2 r

)
+ λ

4 sinh2(r/2)
. (6.17)

This potential yields the same (3.21) form for the radial equation with the choiceλ 7→ −λ.
Hence the roles of the eigenphases have to be changed in theS-matrix. This can also be
seen by noting that by virtue of equation (4.10)U = −iσn is just the matrix iσ1 on the
(3.15) states. It follows thatSj

U = σ1S
jσ1; hence

S(λ)
U =

(
0 1
1 0

)(
e2iδ+ 0

0 e2iδ−

)(
0 1
1 0

)
=
(

e2iδ− 0
0 e2iδ+

)
(6.18)

where the eigenphasesδ± are defined by equation (3.23).
Of course the example above served merely illustrative purposes. By usingsu(2) gauge

transformations of a more general kind we can derive a large number of interaction terms.
The author is intending to elaborate this promising idea in a subsequent publication.

7. Conclusions

In this paper we have shown that by considering matrix-valued differential operators for the
realization of theso(3, 1) algebra one can obtain non-local potentials withLS terms. Such
realizations modify quite naturally the usual realization of theso(3, 1) algebra in terms
of the angular momentum and the Runge–Lenz vector. We have obtained potentials of
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Pöschl–Teller type and, after employing a canonical transformation, non-local potentials.
The correspondingS-matrices are also calculated; for the non-local potential we used the
momentum representation. We have also stressed the important role played by Casimir
operatorsother than the quadratic Casimir for the identification of the scattering states. The
fact that these operators are non-zero (unlike for the usual cases) enabled us to calculate
the interaction terms more quickly.

The geometrical meaning of our realization has also been clarified by showing that the
generators can be rewritten in covariant form. In this case the derivatives are replaced
by covariant derivatives by usingsu(2)-valued gauge fields. Hence, by employingsu(2)-
valued gauge transformations one can obtain a whole class ofso(3, 1) realizations. This
observation has important implications. One can derive a large number of solvable potentials
by simply gauge transforming the Hamiltonian of the scattering problem. A simple example
of this procedure was given in section 6. One can show [10] that the potentials related
to each other by thesu(2) gauge transformation of the formU ≡ e−i 1

2πσn = −iσn
(see potentials (3.20) and (6.17)) are supersymmetry partners of each other. Hence, we
have also found an interesting relationship between gauge transformations and SUSY
transformations.

Finally, we comment on a possible generalization of this construction for the algebra
so(3, 2) which is frequently used in realistic models of heavy-ion reactions [9, 21, 22].
Our construction of matrix-valued realizations was based on ansu(2) ∼ so(3) irreducible
representation. In this paper we used merely the simplest non-trivial, spin-1

2, representation.
One can show that realization (2.11) is just the induced representation forso(3, 1) induced
by the above-mentionedso(3) representation. This representation is expressed with the
help of the three coordinates (R1, R2, R3) which are stereographically projected coordinates
of the hyperboloid−X2

1 − X2
2 − X2

3 + X2
4 = 1 which is the cosetSO(3, 1)/SO(3). This

coordinate transformation is of the form

X = 2

1− R2
R X4 = 1+ R2

1− R2
. (7.1)

In the same spirit one can try to use the (2.11)so(3, 1) realization to obtain anso(3, 2)
realization. In this case we have to express the tenso(3, 2) generators generating the
isometries of the hypersurface−X2

1 −X2
2 −X2

3 +X2
4 +X2

5 = 1 in terms of the coordinates
(R1, R2, R3, χ ):

X = 2

1− R2
R X4 = 1+ R2

1− R2
cosχ X5 = 1+ R2

1− R2
sinχ. (7.2)

Then we can express theso(3, 2) generators in terms of the usual generatorsL andK, and
then try to use the modified generatorsJ andM instead. The construction is based, in this
case, on the cosetSO(3, 2)/SO(3, 1) which can be parametrized by the aforementioned four
coordinates. Notice that in this case the inducing finite-dimensional matrix representation of
so(3, 1) must be non-unitary. In this case the matrix part of the generators is non-Hermitian.
This could be the way to obtain non-Hermitian interaction terms, hence arriving at a group
theoretical description of optical potentials. Such ideas will be investigated in a forthcoming
publication.
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